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This presentation is not meant to be exhaustive and is provided AS IS, for convenience and information only and is not to be relied upon for any purpose,
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* Introduction to Edge Al Tuning Kit

* Introduction to LLM Finetuning Toolkit
Contents

or Agenda

* Finetuning a medical report generation LLM
« O&A
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INntroduction

Objective: to allow our customers to refine and productize Al models to automate and enhance existing workflows
on Intel’s platform

» Target Customer

«  OEM/Si/Solution Provider/ISV/User that wants to use Al to enhance their solution offering
« Pain
* Accuracy: How to prevent Al from providing incorrect answers or context
» Cost: How to democratize the Al model and run it on the edge directly to avoid costly CSP bill
e Privacy: How to run Al on premise without sharing data
* Use case: How canluse Alto enhance my solutions
» Dataset: How can | feed my existing data to feed to my Al
 Gain
» Better customer experience: customers can interact with the solution more naturally, with no more specific
voice command

« More functionality: use the generative capability of Al to perform multiple tasks/objectives
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—dge Al Tuning Kit

» Our Al Toolkit's Architecture Stands on Six Pillars - LLM, Computer Vision, Audio, Stable Diffusion,

Optimization and Security.
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Disti Technical Bootcamp 2025

No code GUI workflow to create customized LLM
models for specific use cases

Core features:
» Dataset Management
- Allow customers to add and modify the knowledgebase of LLM
+ Dataset Generation
- Generate knowledge base based on PDF, text files, webpages, etc.
* Model Finetuning
- Finetune general-purpose open-source model for the custom vertical use cases.
- Support most of the popular models: Llama 3, Mistral, Qwen 2.5
* Model Evaluation
- Allow users to test and chat with their model before deployment
* Deployment
- Provide OpenAl-compatible REST API for model serving

- Deployment package that can run on the edge platform

Intel Confidential intel



User Interfaces

I3

& Celery Trainer Node [la Backend API Server
Software
Trainer Evaluation Loader Gateway Ve

A r C h i t e C t u r e VectorDB - (Chroma) Task Queue base - (Redis) SQ(:; ?atabgje -
(a ‘® &

Operating System Ubuntu 22.04 LTS

Hardware

Training Server (Local)
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—inetune Your Own Flavor of LLLM

intel.



When to finetune your LLM model?

ol

Produces more accurate Canlearn froma larger Reduces token usage by
and reliable outputs dataset than what a single minimizing promptlength
compared to prompting prompt can accommodate
alone
Disti Technical Bootcamp 2025 Intel Confidential

Delivers faster response
times due to shorter inputs
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Fine-tuning Process

Model Serving &
Model Download Dataset Creation Model Finetuning Model Evaluation Model
Deployment

Add or Remove
Dataset
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IN this workshop

Finetune model with
autogenerated
dataset

Prepare Autogenerate

documents Dataset
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IN this workshop

Linda Perez is a 55-year-old female who came in complaining of upper
abdominal pain radiating to her back, associated with nausea and two
episodes of vomiting. She has a history of gallstones and type 2 diabetes.
She is currently taking Metformin and Glipizide and has no medication
allergies. On exam, she was mildly tachycardic with a BP of 130/80 and
temperature of 99.5°F. Labs showed elevated lipase and amylase, and an
abdominal ultrasound revealed gallstones without ductal dilation. She was
diagnosed with acute pancreatitis likely due to gallstone obstruction. She
has been admitted for IV fluids, pain control, and Gl consultation.

Example of a written medical transcript for patient

Finetuning a LLM model to perform medical report generation.

Disti Technical Bootcamp 2025

Model
Finetuning

Intel Confidential

Medical Report

Patient Mame: Linda Perez AgefGender: 55 | Female Date of Visit Dats of Visi

Chief Complaint

Acule upper abdominal pain radiating 1o the back, sccompanied by nawses and vomiting,

Past Medical History

= Galslanes
= Type 2 diabetes
= Medications: Metformin, Ghpizide

Vital Signs

= Hearl Rate: 110 bpm
= Blood Presswre: 130080 mmHg
= Temperalure: BR57F

Laboratory Findings

= Elevated lipage
= Elevated amylase
= Abdominal ultresound: Galslones without ductal diltion

Assessment

Acule pancreatitis likety due to gallstone obstruction.

Plan

= IV Thuids

= Pain control

= Gl conzultatian

s Consideration for endoscepic cholecystostonmy

Hospital Course

Patient has been admitted for stabilization and Turther managament.

Discharge Summary

Maraged Tar acule pancreatitis. Patienl i stable on IV Muids and pain contiol. Scheduled Mof endoscogic evaluation and possible imervention. Discharged

wilh elose ul patient Tallow-ugs.

intel
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Model Download

* Hugging Face is one of the largest
model hub.

* Support text generation model from
Hugging Face Model Hub.

Disti Technical Bootcamp 2025

¥ Hugging Face Models Datasets

Hugging Face is way more fun with friends and colleagues! & Join an organization

Libraries  Datasets Languages Licenses Other Models

D Reset Tasks
%, HuggingFaceTB/SmolLM2-1.7B-InstTuct

Multimodal

o meta-llama/Llama-3.2-1B

Computer Vision < CohereForAl/aya-expanse-8b

oy meta-llama/Llama-3.1-8B-Instruct

facebook/MobilelLLM-125M

%, HuggingFaceTB/SmolLM2-135M-InstTuct

=~ amd/AMD-0LMo

Natural Language Processing

- CohereForAI/aya-expanse-32b

@ ibm-granite/granite-3.0-8b-instruct

[ Text Generation 2

Spaces Posts Docs Solutions

Full-text search

Pricing

®

Dismiss this message

14 Sort: Trending

2 nvidia/Llama-3.1-Nemotron-78B-Instruct-HF

facebook/MobilelLLM-1B

+% Qwen/Qwen2.5-72B-Instruct

o meta-llama/Llama-3.2-3B-Instruct

%, HuggingFaceTB/SmolLM2-1.7B

o meta-1lama/Llama-3.2-1B-Instruct

%, HuggingFaceTB/SmolLM2-360M-Instruct

o meta-llama/Llama-3.1-8B

oo meta-llama/Meta-Llama-3-8B-Instruct

Intel Confidential
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Model Download

M Models
XY
Projects o

G) Create a project for model training.

Q search project 1. Click onthe Models shown
in the figure to access/add
LLM models

@® Mar 6, 2025 & CHAT_MODEL @® Mar 19, 2025 & CHAT_MODEL

< 1 >

Disti Technical Bootcamp 2025 Intel Confidential intel 16



Model Download

Models

(@ Download & manage model for training.

mk 1.  Clickonthe iconto
Model Type Revision 9 Downloaded Action n add a neW I_I_M mOdel based
mistralai/Mistral-7B-Instruct-v0.3 TEXT_GENERATION 3990259826chbbB8da3eed2afald015b421306a750 On your Choice.

meta-llama/Meta-Llama-3-8B-Instruct TEXT_GENERATION main DOWNLOADED

2. mistralai/Mistral-7B-Instruct-
vO.3is the default model in
the system.

Disti Technical Bootcamp 2025 Intel Confidential intel 17



Model Download

Disti Technical Bootcamp 2025

Add Model

Hugging Face Model ~ Custom Model

Modat
[ meta-llama/Llama-3.2-1B-Instruct

meta-llama/Llama-3.2-1B-Instruct
meta-llama/Llama-3.1-8B-Instruct
Qwen/Qwen2.5-0.5B-Instruct
Qwen/Qwen2.5-1.5B-Instruct
Qwen/Qwen2.5-3B-Instruct

Qwen/Qwen?2.5-7B-Instruct

# Download

Intel Confidential

Select the model

Click on the Download button to
start downloading the LLM
model from the HuggingFace
model hub.

intel
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Model Download

B o 1. Clickonthe B icontodelete

the unwanted models.
Models

@ Download & manage model for training. 2 Please note that the
mistralai/Mistral-7B-Instruct-
vO.3 cannot be removed since

Model Type Revision Downloaded Action
mistralai/Mistral-7B-Instruct-v0.3 TEXT_GENERATION 3990259826chbb8da3eed2afald015b421906a750 DOWNLOADED
meta-llama/Meta-Llama-3-8B-Instruct TEXT_GEMNERATION main DOWNLOADED [

‘o
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Create Project

]

Projects

Add Project
Gaudi3

Name *
® Sep 12, 2024 ® CHAT_MODEL

|

Disti Technical Bootcamp 2025

Intel Confidential

Click on the Add button to
add a new project

Enter your desired name for
the project.

Click on the Add button to
complete the add project
process

intel
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Create Project

B =9 oo 1. As we can see in the image
Projects on the left, a new project has
been created successfully,
click on the project created
Q sesrcn o to proceed.

@ Create a project for model training.

Gaudi3 Bootimp

Sep 12, 2024 © CHAT_MODEL Sep 12, 2024 @© ]. (AT_MODEL

1

Disti Technical Bootcamp 2025 Intel Confidential
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System Message

* |Importance of System Prompt in LLMs
» Guiding the context
» Behavior Shaping
« Consistency

« Safety and Ethics

Example:

Act as a knowledgeable product assistant with expertise in Intel Gaudi 3. Answer user questions clearly and

helpfully.

Disti Technical Bootcamp 2025

How to Utilize System Prompt Effectively
* Clear Instructions
» Settingthe Tone
» Defining the Scope

* Providing Examples

Intel Confidential



System Message

System Message

® View and edit the system message of the model

Muttiline
You are a helpful and truthful assistant. Answer the question below.

Disti Technical Bootcamp 2025
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Enter the system
message/ system prompt
according to your use
case.

Click on the save button to
save the changes made to
the system message.

intel
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Document

® Create

your

Document

vector database by uploading your documents.

0-0of 0

Disti Technical Bootcamp 2025
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Click on the plus sign
button to add
documents for
Retrieval Augmented
Generation (RAG).

intel
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Document

Disti Technical Bootcamp 2025

Intel Confidential

Click on the area to add
documents for Retrieval
Augmented Generation
(RAG)

intel
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Dataset Creation

LLM Finetuning Toolkit
supports multiple types of
dataset creation method

Disti Technical Bootcamp 2025

Automatic Dataset

Intel Confidential

Dataset Upload

Creation

User Entry

intel
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Automatic Dataset Creation

Upload Your
Data

Disti Technical Bootcamp 2025

Automate
Dataset
Generation
using Al
model

Intel Confidential

User to scan
the synthetic
dataset
before
training

intel
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Automatic Dataset Creation

| 1. Upload documents in PDF
(pdf) ortext file (txt) by
clicking onthe area
labelled

2. More datatypes will be
supported inthe
upcoming version

Disti Technical Bootcamp 2025 Intel Confidential intel 28



Automatic Dataset Creation

1. User can view the process
Dataset by clicking on the arrow as
S shown in the figure.

ROWS per page: 5 ~ 0-00of 0
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Automatic Dataset Creation

1. Dataset generated might

EeoteaTe Dataset

need some filtering.

System Message (@ Create or upload your dataset for model training.

Document

_— © 2. Theentryin whiteisthe

Training User Message Assistant Message Action

Deployment UNITEN is a private university wholly-owned by Tenaga Nasional Berhad (TNB). It operates two campuses, one in Putrajaya and another in Bandar Muadzam el lt ry tl Iat I S C O | Ifl rl I ed -
Tell me about Shah, Pahang. The Putrajaya Campus offers courses in Engineering, Computer Science, Information Technology, Business Economics, and Energy Economics,
Universiti Tenaga while the branch campus provides various programs. UNITEN's vision is to be a leading global energy university shaping a sustainable future. Its mission is to V|
Nasional (UNITEN). advance knowledge and learning experience through research and innovation that best serves human society. The university has six core values: Integrity,

Collaboration, Customer Centricity, Professionalism, Forward Thinking, and Mindfulness. Its tagline is 'Creative, Innovative & Energetic'.

[ 2 3. Theentryinorangeisthe

UNITEN is a private university wholly-owned by Tenaga Nasional Berhad (TNB). It eperates two campuses, one in Putrajaya and the other in Bandar Muadzam
Shah, Pahang. The Putrajaya Campus offers courses in Engineering, Computer Science, Information Technology, Business Economics, and Energy Economics.
UNITEN's vision is to be a leading global energy university shaping a sustainable future. Its mission is to advance knowledge and learning experiences v

Tenaga Nasional . N .
(UNITEN)? through research and innovation that will best serve human society. The university has six core values: Integrity, Collaboration, Customer Centricity, el l ry a a S | I O e e I .

Professionalism, Forward Thinking, and Mindfulness. Its tagline is 'Creative, Innovative & Energetic’.

Can you tell me
about Universiti

Tell me about UNITEN is a private university wholly-owned by Tenaga Nasional Berhad (TNB). It operates two campuses, one in Putrajaya and another in Bandar Muadzam H
Universiti Tenaga Shah, Pahang. The Putrajaya Campus offers courses in Engineering, Computer Science, Information Technology, Business Economics, and Energy Economics, v ,‘ i C OI | | rl I I( ? -
Nasional (UNITEN). while the branch campus provides a variety of programs as well.

UNITEN is a private university wholly-owned by Tenaga Nasional Berhad (TNB). It operates two campuses, one in Putrajaya and the other in Bandar Muadzam

Tell me about Shah, Pahang. The University's vision is to be a leading global energy university shaping a sustainable future. Its mission is to advance knowledge and
Universiti Tenaga learning through research and innovation that best serves human society. The University offers courses in Engineering, Computer Science, Information v /‘ i
Nasional (UNITEN). Technology, Business Economics, Energy Economics, among others at the Putrajaya Campus. The University's core values are Integrity, Collaborative,

Customer Centricity, Professionalism, Forward Thinking, and Mindfulness. Its tagline is 'Creative, Innovative & Energetic'

UNITEN is a private university wholly-owned by Tenaga Nasional Berhad (TNB). It operates two campuses, one in Putrajaya and another in Bandar Muadzam

Shah, Pahang. The Putrajaya Campus offers courses in Engineering, Computer Science, Information Technology, Business Economics, and Energy Economics.
Tell me about UNITEN's vision is to be a leading global energy university shaping a sustainable future. Its mission is to advance knowledge and learning experience through
Universiti Tenaga research and innovation that best serves human saciety. The university's educational goals include inculcating strong fundamental knowledge, research and v (]
Nasional (UNITEN). innovation, professionalism, leadership, ethics, continual self-development, social responsibility, and an appreciation for sustainable development. The

university's core values are Integrity, Collaboration, Customer Centricity, Professionalism, Forward Thinking, and Mindfulness. Its tagline is 'Creative,
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Dataset Creation

1. Click onthe icon to add
s : Dataset datasets for finetuning
[E) system Message (@ Create or upload your dataset for model training p u rp Ose .

User Message Assistant Message Action »

No Data Found..

Rows per page: 5 v 0-00f0

Disti Technical Bootcamp 2025 Intel Confidential |nte| 31



Dataset Upload

1. Upload documentsin

JSON format (json) by
clicking onthe area
labelled

(@ Upload your JSON Dataset

Example of data format:

Disti Technical Bootcamp 2025 Intel Confidential intel
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User Entry

1. Manually entry the user
message and assistant
message as dataset.

Add Dataset

2. Click oncreate to entry the
data

10.226.222.152/ project/4/dataset?page= 1&rows =52

Disti Technical Bootcamp 2025 Intel Confidential intel 33



Training

Ol

Parameter Adjustment;

Modify training parameters
such as learning rate, batch
size, and number of
epochs specifically for fine-
tuning.

Disti Technical Bootcamp 2025

02

Training Execution:

Run the training process,
allowing the model to learn
from the new dataset while
retaining previously
learned information.

Intel Confidential

03

Monitoring Metrics:

Track performance metrics
like accuracy, perplexity,
and train loss to evaluate
the effectiveness of fine-
tuning.

intel
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Training

» |earning Rate: Determines the step size at each iteration while moving toward a minimum of the loss
function.

fi.ﬂ Batch Size: The number of training examples used in one iteration.

15):  Epochs: The number of times the learning algorithm will work through the entire training dataset.

_||| Loss Function: Measures how well the model is performing, guiding the adjustment of parameters.

Optimizer: The method or algorithm used to change the attributes of the neural network such as weights
and learning rate to reduce the losses.

Disti Technical Bootcamp 2025 Intel Confidential |ntel
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Training

Training

@ Train and evaluate your models.

Model ID 1T Model Training Type Training Status

Rows per page: 5+ 0-00of 0

Disti Technical Bootcamp 2025 Intel Confidential

User can start the training
once the dataset has been
completely prepared, click
on the add button to start
the training process.

intel



Training

1. Themodel configuration
Ulis shown after clicking
on the add button for user
to configure.

Add Task

Model Configs Configure Model Parameters k ~
Mot

o 2.  Usercan choosethe

model, device, number of
devices and task type in
the first tab of the
configuration.

Disti Technical Bootcamp 2025 Intel Confidential intel
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Training

Disti Technical Bootcamp 2025

Add Task

Configure Model Parameters

Configure Training Parameters

Synthetic Dataset Validation & Test

Experimental Features

Configure Experimental Features

Intel Confidential

In the 2" tab, user can
configure the training
parameters  such as
training and evaluation
batch size, model learning
rate et cetera as shown in
the figure.

Click on the Train button
to start the training after all
the configuration has
been done.

intel
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Training Results

4 I
Training . . . . .
| oss Training loss is a measure of how well a model is performing in the training
o 4
4 I
Evaluati . . . . .
Val_g:]s'on Evaluation loss is a measure of how well a model is performing in the evaluation
o 4
4 I
Learning The learning rate is a hyperparameter that controls how much the model’s weights are adjusted
Rate during training in response to the calculated training loss
o 4
4 N
Trafé'ilf;fy“o” Percentage of correct predictions made by the model on the dataset over time
o J
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Training

nnnnnnnnnnnnn

Training

@ Train and evaluate your models.

Model ID 1 Model

@ Model training started successfully. X

1 Mistral-7B-Instruct

-v0.3

Training Type

QLORA

‘o

Training Status

STARTED

Created Date Action
12/09/2024 L |
Rows per page: 5~ 1-1of1

Disti Technical Bootcamp 2025

Intel Confidential

User will see a new training
process has been initiated
in the Training home page.

Click on the training
process for more
information.

intel
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Training

intel  Edge Al Tuning Kit

Medical Bot v < Model-4

[= system Message £X Parameters

Disti Technical Bootcamp 2025

Intel Confidential

The wuser can view the
parameters used to train the
model. This helps to
determine the effect of
parameters on the results of
the model

intel
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Training

intel  LLM Toolkit

Bootcamp h < Model-1

[E) system Message ¢ Parameters M Results

[E Document
@ Model training is in progress.

&= Dataset

9, Training

¢ Deployment

10.226.222.152/project/3training/1%

q Training:
Starting Synthetic Validation & Test Dataset Genel

ration

Disti Technical Bootcamp 2025

Intel Confidential

Each step of the progress for
dataset augmentation, model
training, and model
evaluation will be shown on
the page.

intel
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Training

intel  Edge Al Tuning Kit

Medical Bot < Model-4

[E System Message X Parameters M Results @ Evaluation

[E Document
® Model training completed. Check below for model results.
&= Dataset

9, Training

Training Loss Evaluation Loss

@ Serving

: . Results from the model
1 training can be viewed in

the Results tab
0 10 20 30 40 50 60 70 80 920 100 10 120 130 0 10 20 30 40 50 60 70 80 920 100 10 120 130
step step
Learning Rate Peak Memory Alloc (GB)
000010‘ 12
000008 10
8
0.00006
6
0.00004
.
0.00002 2
0.00000T T T T T T T T T T T T 1 T T T T T T T T T T T T T 1
0 10 20 30 40 50 80 70 80 90 100 10 120 130 0 10 20 30 40 50 80 70 80 90 100 10 120 130
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Evaluation

Wait for the process to ready

r- Chat with chatbot to determine if the finetuning is done correctly

Q Ask any question to verify the chatbot act as desired.

Disti Technical Bootcamp 2025 Intel Confidential intel 44



Evaluation

tel  LLM Toolkit

Bootcamp h < Model-1

] System Message £3 Parameters M Resuts & Evaluation

» Users can evaluate the
(D Evaluate the model by chat with it. Adjust the chat parameters and enable retrieval-augmented generation (RAG) in the settings. .
model by using the chat

Device *

- ¢ window in the Evaluation

¢ Deployment

") Optimizing & loading model. If this is the first time, it will takes a while to optimize the model. ta b

* Theevaluationis powered
by VLLM with OpenVINO
backend.

 Thisistoensurea
seamless experience in the
deployment environment.

Disti Technical Bootcamp 2025 Intel Confidential |nte|
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Download model for deployment

intel  LLM Toolkit

Bootcamp i Training
[E] System Message @ Train and evaluate your models.
[E] Document
&= Dataset
\ Tralnrng Model ID T Model Training Type Training Status Created Date Action
@& Deployment 1 Mistral-7B-Instruct-v0.3 QLORA @ 12/09/2024 1*‘ @
Rows per page: 5w 1-1of 1
Disti Technical Bootcamp 2025 Intel Confidential

After completing the
evaluation, the user can return
to the interface displayedin
the figure by selecting the
corresponding training item
on the left panel.

Toinitiate the download, the
user should click the
download icon indicated in the
figure.

This action will trigger the
process of preparing the
model for download.

intel
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Download model for deployment

intel  LLM Toolkit

Bootcamp ¥ Trainlng

@ Download: mode! download succesfully. X

@ Train and evaluate your models

Mistral-7B-Instruct-v0.3

Meta-Llama-3-8B-Instruct

QLORA

QLORA

Training Stat reated Dat

anzo

Rows per page: S~

«
-

I
]

1-20f2

Disti Technical Bootcamp 2025
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Once the download icon
turns green, click it again
to download the fine-
tuned model to your local
machine.

The downloaded model
can then be installed and
the fine-tuned chatbot
deployed on an edge
device.

intel
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LLM Inference T oolkit

Support chat use case with finetuned LLM

: Support RAG functionality
1 % Textto speech support

é) Speech to text support

Disti Technical Bootcamp 2025 Intel Confidential |nte| 48



Retrieval Augmented Generation With Your Private Data

Specify the website or upload
the documentation you want
to create the vector database.

Documentation
Website

° User Question

Preprocess
Embedding Vector
Model Database
User
question
Chat GUI :
Retrieval Rerank
Context R context Open SOUFCG/

model

Finetuned LLM

O
-

Disti Technical Bootcamp 2025

Response

Intel Confidential intel
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What is Retrieval Augmented Generation?

N\

Combines a retrieval system with a generator (for example, LLM model) to enhance
the generation by from a knowledge source.

Enhances the model's responses by it with additional, contextually
relevant ligelag sources.

Useful in scenarios where
as open-domain question answering.

/

Disti Technical Bootcamp 2025 Intel Confidential intel
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Download model for deployment

Training
@ Train and evaluate your models.
Model ID T Model Training Type Training Status Created Date Acti
1 Mistral-7B-Instruct-v0.3 QLORA SUCCESS 12/09/2024 LN |
Rows per page: 5 1-10f1
Click on the download button
« (¢] O 8 10.226.222.152 & =
F model_serving_1.zip o
Show all downloads
@ Train and evaluate your models.
Model ID 71 Mode Training Type Act
1 Mistral-7B-Instruct-v0.3 QLORA @ 9/12/2024 L |
18 Meta-Llama-3-88-Instruct QLORA ["success ) 10/29/2024 L3 |
Rows per page: 5 1-20f2

Model bundle download successfully

Disti Technical Bootcamp 2025

Intel Confidential

After completing the evaluation, users
can return to the interface displayed
in the figure by selecting the training
option on the left.

Upon the first click, a bundle is
created in the background, and once
it's ready for download, the button will
turn green, indicating that users can
proceed to download the bundle.

Next, users can download the model
by clicking the download icon shown
in the figure.

Once the file is downloaded, users
can install it and deploy the fine-tuned
chatbot on an edge device.

intel
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Settin

Q Files =
0 Recent

* Starred

it Home

3 pocumenl ts

0 Downloads

I Music

[&] Pictures

B videos

& Trash
DATA

-+ Other Locations

assets backend

g Up & Run the finetuned model on Al

(i Home / Downloads H e

.......

{3 Home [ Downloads |/ model-deployment-ws / model_serving_4 / rag-toolkit
B eEeEemw. = gL
data edge-ui docker- install- install- README.md run.cmd setup.sh
compose.y  backend.cm ui.cmd
ml d

Disti Technical Bootcamp 2025

Run the setup.sh script to start the installation and run the app

Intel Confidential

PC

o

1.

|_ocate the model bundle zip
file.

Unzip the downloaded file.
Go to the rag-toolkitfolder.
Run the setup.shscript. This
will start the installation and
start the application once the
installation is completed.

For more information, you can
check the README.md file in
the rag-toolkitfolder.

Browse to the

http://localhost:8010

intel 52


http://localhost:8010/

Start a Chat Session with the Finetuned Model

<« c QO O = ¢ localhost:3010 e/ L g 8 =

LLMOnEdge HChat [ Documen ts % Settings

Chat

1. Users can type in the text input below to chat with the
fine-tuned model.
St by g some e o o 2. Text-to-speech functionality is enabled by default.

3. Users can experience speech-to-text by clicking the

microphone button below.

© § ™M pee o)

(=
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Upload document to enable RAG feature

= B LmonEdge x4+

~
« = C O O = ¢ localhost:8010/documents b P 4+ &N o=

Document Management 1. Users can upload the document to enable RAG

Upload your documents for RAG (Retrieval Augmented Generation;

functionality.

2. Toggle the RAG button to enable RAG during the

Chunk Size

chat session.
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Modifying System Message to use for Chat

= | B LLMOnEdge x |+

<« Cc QO DO == ¢ localhost:8010/5ettings

Settings

System Prompts

System Prompt

You are a helpful assistant. Always reply in English.

Tools

LLMOnEdge [Echat [EDocuments i Settings

Disti Technical Bootcamp 2025

Intel Confidential

Users can modify the system message on the

interface.

This allows users to test and change different system

messages during the runtime.
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